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Finding the needles in a haystack

• Human body – Systems – Organs –Tissues –Cells: 
~37 trillion cells (37x1012)

• Cells – about 100 different types of cells with 
different functions

• Each cell –Nucleus –Chromosomes –Genes –DNA – 
6 billion letters of DNA (ATGC)

• Mutations cause diseases – Heterogeneous 
diseases like cancer, we need to find mutations in 
millions of cells, where each cell has billions of 
DNA letters



Broader Areas of Research Expertise
• Novel algorithm and tool development

• Cancer genomics data analysis

• Virtual screening and cheminformatics

• Multiome data analysis (Exome, transcriptome, methylation, 

proteome, metabolome, metagenome, and single-cell RNA-seq)

• Precision medicine (genomics-based)

• Machine-learning (ML), deep-learning (DL) and AI applications

• Database, web application, and software development

• High-performance computing (CPU and GPU computing)

• Cloud computing and application development



Project 
Period 

Name of the 
Tool Description 

2022-23 iMDGAVis A shiny web application to efficiently perform popular visualization 
and analysis for Metagenomic data 

2022-23 scATAC-seq A cloud-based learning module to analyze ATAC-seq and 
single cell ATAC-seq data 

2019-22 mintRULS Prediction of miRNA-mRNA Target Site Interactions Using 
Regularized Least Square Method 

2018-22 NBBt-test A versatile method for differential analysis of multiple types of 
RNA-seq data 

2016-21 StrainIQ Taxonomic identification of quantification of microbiome 
sequencing data 

2014-20 NNTC-DCC National NeuroAIDS Tissue Consortium Data Coordinating Center 

2014-20 RedPanda A novel method for variant calling using single cell RNA-
sequencing data 

2012-17 ChimeRScope A novel tool for predicting fusion genes using gene fingerprints 
2012-15 LocSigDB A comprehensive database of protein localization signals 

2011-15 ECemble An enzyme classification algorithm and software tool 
2011-13 MetaID A method and tool for taxonomic profiling of metagenomic data 

2012-13 Nebraska 
BioBank 

Database and software to de-identify patient records and link 
blood samples to their Electronic Medical Record Data 

2011-14 Cancer PPIs Cancer protein interaction networks analysis using data mining 
2007-09 DDI prediction A method for predicting domain-domain interactions in proteins 

2006-12 ngLOC A novel method with validation, software and web server for 
predicting protein subcellular localization from sequence data 

2005-06 DMAPS A database of multiple alignments for protein structures 
2004-06 pTARGET A new method and web server for protein localization prediction 

2003-04 SledgeHMMER A web server for batch searching of Pfam database 

2003-05 MITOPRED A new method and web server for predicting mitochondrial 
proteins 

1999-04 CE-MC A novel method, software and web server for multiple protein 
structure alignment 

 

New tools and software developed since 1999



Machine Learning vs. AI
Artificial Intelligence (AI) refers to autonomous systems capable of performing tasks that 
otherwise require human intelligence and judgement (includes ML, neural networks, robotics, 
expert systems, NLP, etc.).

Machine Learning (ML) is a branch of AI and computer science which focuses on the use of 
data and algorithms to imitate the way that humans learn, gradually improving its accuracy.

Deep Learning (DL) learns by discovering intricate structures in the data. DL employs multiple 
processing layers to create multiple levels of abstraction to represent the data.



Genomic era and Machine Learning
Multiomics

https://data-flair.training/blogs/machine-learning-applications/



My Research Interests Using Machine Learning:
A 30,000-foot view

Figure partly adopted from Toh et al., 2019

• Utilizing patients' multiomics data and machine learning methods to
• correlate genotype/phenotype
• transform genomics information into clinically actionable targets 

• Developing novel algorithmic strategies to best utilize omics information

Main focus-



Data resources

Other resources

Multiomics and clinical data



Machine Learning Projects
Guda Lab

Major cancers
(subtyping, survival  
& clinical correlation)

Unsupervised 
Learning

Supervised 
Learning

Breast Cancer 
(subtyping, biomarkers)

COVID-19 
(diagnosis, 
subtyping, 
biomarkers)

Osteosarcoma 
(subtyping, biomarkers)

Data 
integration

Siddesh Southekal
(former PhD student)

Sushil Shakyawar
(Postdoc)

Sahil Sethi
(PhD student)

Jai Chand Patel
(Postdoc)

King and Guda, Genome Biology, 2007 
(supervised learning using Bayesian approach)

-Vural and Guda, BMC Sys. Biol, 2016
-Mishra and Guda, Oncotarget, 2017 

Brian King
(former PhD student)

-Shakyawar et al., (in revision)

-Southekal et al., Cancers, 2023
-Patel et al., (in submission)



Sushil Shakyawar
(Postdoc)

Iterative cluster fusion (iCluF): unsupervised clustering 
using multiomics data

Main objective 
Integrate multiple data types and capture both shared and complementary 
information from each type of data.

Ø Cancer subtyping
Ø Survival prediction
Ø Clinical feature 

enrichment

Shakyawar et al., (in revision)



Integration strategy for merging neighborhood matrices

Ad1 Ād1

Adjacency matrix Neighborhood 
matrix 

Ad2 Ād2

Ad3 Ād3

Iteration
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Adding  effect
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Adding  effect
(from data3)

Status of Adjacency matrix A 
(after n+1  iteration)
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Integrated matrix

iCluF (continued)



iCluF (continued)

Comparison of iCluF with
other methods

(Total # of cancer types tested = 30)

Ø SNF
Ø ClusterPlus
Ø PINSPlus
Ø K-means

Contribution of individual of ‘Omics features to prediction of subtypes

Shakyawar et al., (submitted to Bioinformatics)



GAIN-BRCA: A Graphical Explainable AI-Net Framework 

for Breast Cancer Subtype classification

Jai Chand Patel
(Postdoc)

Data 
integration

mRNA

miRNA

CpG
Subtype 

prediction
Feature 

engineering

Model training

Model evaluation

Main objective 
Capture the hidden patterns in multiomics datasets to predict cancer 
subtypes using supervised learning

The algorithmic strategy is crucial to identify set of feature(s) for cancer 
subtype prediction



BRCA Subtype Number of Samples
Luminal A 393
Luminal B 124

HER2+ 38
Basal 114
Total 669

Omics type # of features Workflow
mRNA 24,117 STAR – Counts
miRNA 328 BCGSC miRNA Profiling

DNA Methylation 17,694 SeSAMe Methylation Beta Estimation

Table 1. The number of PAM50-based intrinsic subtypes of TCGA-BRCA.

Table 2. The overview of omic-specific features of processed TCGA-BRCA dataset.

GAIN-BRCA (continued)



GAIN-BRCA (continued)

Deep-Learning based algorithmic strategy

Patel et al., (To be sumitted)



Deep-Learning based algorithmic strategy

mRNAmiRNA Methylation

Differential Expressed Omics

Concatenation Autoencoder

Transformed features-LR
-KNN
-RF
-ANN

Linear Regression

ANN

Transformed features

GAIN-BRCA (continued)

GAIN-BRCA

-LR
-KNN
-RF



GAIN-BRCA (continued)



GAIN-BRCA (continued)



GAIN-BRCA (continued)
Top 10 enriched pathways in each subtype from IPA analysis



Building a Computational Ecosystem at 
UNMC



Components of the Ecosystem
• Computational infrastructure

• Development servers
• High-performance clusters
• Virtual machines
• Storage servers

• Tools and pipelines
• Open-sources tools
• Pipelines

• Genomic Data
• TCGA
• All-of-Us

• Personnel expertise
• Programmers
• Biologists
• Bioinformaticians



Locally installed open-source tools
Open-Source Tools Description

ALLPATHS-LG Whole-genome shotgun assembler 
ANNOVAR Tool for functional annotation of genetic variants
Bcbio-nextgen Validated and scalable resource with variant calling and multiple NGS 

data analysis tools

BWA Maps sequence reads to reference genomes
Cell Ranger Software for the analysis for scRNA-seq data
ChimeRScope Fusion transcript detection tool using RNA-seq data
FASTQC A quality control tool for NGS data

FASTX-Toolkit Command line tools to process FASTA/FASTQ files
GATK The Genome Analysis Toolkit for NGS data analysis

I-TASSER A protein 3-D structure prediction & modeling tool
MOFA Unsupervised integration of multi-omics data sets
Monocle A toolkit for pseudotime, clustering and differential expression analysis 

of single cell data

MuTect Identifies somatic point mutations in NGS data
NetMHCpan & 
NetMHCIIpan

Linux-based platform to predict epitope binding to MHC I and MHC II 
molecules

NeoPredPipe High throughput neoantigen prediction and recognition potential 
pipeline

OptiType Precision HLA typing tools from NGS data
QIIME2 A powerful, extensible, and decentralized microbiome analysis package

SAMtools Utilities for manipulating alignments including sorting, merging, 
indexing and formatting 

Seurat 3.0 Tool for analysis/exploration of scRNA-seq data
STAR Aligns RNA-seq reads to a reference genome
Trinity Trinity is a de novo transcriptome assembler
Tuxedo Suite Consists of Bowtie, Tophat, and Cufflinks, used in the RNASeq analysis 

pipeline

VirtualFlow Ligand preparation and virtual screening workflow





Machine Learning: Tools & Frameworks

Python programming 
platforms

Machine 
Learning 
Library

Feature engineering tools
(selection/transformation)

Google cloud



Data Type File size/sample Processing time
Whole Genome Sequencing ~50 - 80 Gigabytes 4 – 5 days
Whole Exome Sequencing ~10 - 20 Gigabytes 3 days

Bulk RNA Sequencing ~8 - 10 Gigabytes 2 days
Single cell RNA Sequencing ~3 - 5 Gigabytes 4 days

Bulk ATAC Sequencing ~8 - 10 Gigabytes 3 days
Single cell ATAC Sequencing ~3 - 5 Gigabytes 4 days

Data Sizes and Processing times for various OMICS datasets

• Computing Infrastructure: High-performance clusters, batch submission, running 
slurm, etc.

• Storage: Requires Terabytes to Petabytes of storage capacity
• Network Bandwidth: Downloading and moving high volume data between 

servers
• IT Personnel: System administrators, data security, programmers
• Bioinformatics expertise: Working with appropriate tools, debugging, 

optimization, etc.



Challenges in the Genomic Big Data Analysis

• Next-Generation Sequencing (NGS) datasets are very big
• Individual components are not effectively utilized unless the 

entire ecosystem is present.
• Small to medium research institutions can’t afford to build 

robust infrastructure

• Cloud-based learning modules offer a solution to this problem
• The computational ecosystem with data and tools is 

maintained on the cloud.
• Cloud-based modules can be accessed from anywhere 

with internet access, which democratizes access to all 
institutions.



Cloud-ATAC: a self-learning module for 
single cell ATAC-seq Data Analysis on the 

Google Cloud Platform
(NIH/NIGMS - 5P20GM103427 (NE-INBRE)



scATAC-seq Reads Align ATAC reads and 
write to bam file

Mark ATAC duplicates
Count cut sites
Detect peaks

Peak calling
Generate Peak matrix
Cell calling and merge 

cell matrices

Peak annotationMotif scan and 
generate motif matrix

Dimension reduction

Graph clustering

Differential analysis
Write to summary file 

and Loupe file for 
secondary analysis

Single Cell ATAC-seq Data Analysis - Workflow



Setting up Rapids scATACseq pipeline in Jupyter Notebook

Tutorial 1: 
Setting up 
environment

Tutorial 2: 
Preprocessing & 
Quality Control

Tutorial 3: 
Downstream 
Analysis

Installing Conda & 
RapidsAI GPU packages  Import Dataset

Setting up peak 
calling parameters

Refresh Kernel

Number of peaks to 
retain Computing PCA No. of differential peaks 

to compute

Clustering and 
Visualization
UMAP, tSNE

Finding peaks 
overlapping marker 

genes

Finding differential 
peaks

Calculating per-cell gene 
activity scores for each 

marker gene

Single Cell ATAC-seq Data Analysis – A Cloud-based 
Learning Module



• Environment
• Google Cloud Platform
• Rapids AI package

• Programming Languages
• Python
• Implemented in Jupyter Notebooks  
• Quizzes and Flash cards stored in json files

• Data Analysis Tools
• QC & Pre-Processing:

• Such as Trimmomatic, MultiQC, Picard, Samtools
• Mapping, Clustering, and Downstream Analysis:

• Such as BWA, Deeptools, UMAP, tSNE,  TOBIAS, Homer

Programming Environment and Tools Used



The Google Cloud Architecture Framework is organized into six categories, as shown in the following diagram:

Google Cloud
Vertex Clusters

Open-sourced OMICS Pipelines

Best Practices Pipeline

Google Cloud Platform (GCP) Environment



• Multilingual command usage.

• Python
• R
• HTML

• Supplements OMICS pipeline with 

learning components such as, flash 
cards, quizzes and videos.

• Easy integration with other AI 

models
• Ex. RapidsAI

Jupyterhub



Using Example Dataset: Droplet Single-cell ATAC-seq of 60K Bone Marrow Cells taken from Lareau et al., Nat Biotech 2019

Running scATAC-seq Analysis Pipeline Using RAPIDS-AI



Setting up Conda and RAPIDS-AI Environment



Plot per-base sequencing 
coverage
Below, we visualize this 
unsmoothed measure of 
chromatin accessibility peaks 
across selected region.

QC: Plots to Visualize per-base Sequencing Coverage



Graph-based Clustering Using Louvain and Leiden 
Methods



Visualizing the Transcription Factor Bound 
Motifs Using IGV



Advantages of single cell ATACseq Benefits of using scATACseq over bulk

Using Flashcards for Enhanced Learning



Using Quizzes to Evaluate Learning Outcomes



Bioinformatics and Systems Biology 
Core





Bioinformatics Core Service Categories



Licensed Software tools available
• Ingenuity Pathway Analysis (IPA) 

• GraphPad Prism 

• SnapGene

• CLC Genomics Workbench 

• EndNote

• BioCyc Data Collection

• Machine learning software
• Tenserflow
• Keras
• SciKit
• Matplotlib



Hi-dimensional Data Analysis



Hi-dimensional Data Analysis
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